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Background: The ability to self-report on affective experience is essential to both our everyday communication about emotion and our scientific understanding of it. However, the underlying cognitive and neural mechanisms for how people construct statements even as simple as “I feel bad!” remain unclear. We examined whether the neural architecture underlying the ability to make statements about affective experience is composed of distinct functional systems.

Methods: In a novel functional magnetic neuroimaging paradigm, 20 participants were shown images varying in affective intensity; they were required either to attend to and judge the affective response versus nonaffective aspects of the stimulus and either to categorize their response into a verbal label or report on a scale that did not require verbal labeling.

Results: We found that the ability to report on affective states involves (at least) three separable systems, one for directing attention to the affective response and making attributions about it that involves the dorsomedial prefrontal cortex, one for categorizing the response into a verbal label or word that involves the ventrolateral prefrontal cortex, and one sensitive to the intensity of the affective response including the ventral anterior insula and amygdala.

Conclusions: These results suggest that unified statements about affective experience rely on integrating information from several distinct neural systems. Results are discussed in the context of how disruptions to one or another of these systems may produce unique deficits in the ability to describe affective states and the implications this may hold for clinical populations.
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Across many situations and circumstances, we are called upon to answer the question, “How do I feel?” Self-reports of this sort provide the most common measure of current and enduring affective states (1) and are an integral component for undergoing several forms of psychotherapy (2,3). Given its importance (2,4), it is striking that the psychological processes used to construct such reports are so poorly understood. To be sure, many studies have examined the appraisals that trigger specific emotion self-reports and how these vary for particular kinds of people (5,6). Others have focused on the psychological consequences that using self-reports may have on affective feeling (7,8). However, the focus has rarely been on understanding how self-reports on affective states per se come into being. In part, this may be because the very ubiquity and apparent ease of providing affect reports can lead us to use them as a dependent measure rather than as the focus of research itself.

It also may be because studying the mechanisms underlying self-report using behavioral methods alone can be difficult given that they provide only indirect information about the inputs to and outputs of psychological processes. Here, neuroscience data can provide additional leverage on these processes. Accordingly, the few empirical studies on this topic have provided some insights, but they have yet to clarify which regions are most central and what functional roles they play (but see [8]). These studies ask participants to attend to and report on their affective responses and highlight activity in dorsomedial prefrontal regions implicated more generally in mental state attribution (9–11). However, activity in various other regions has also been commonly found (11–13), and in some studies, regional activations covary with the intensity of self-reports of affect (11,12,14,15), thereby raising questions about which variable (i.e., introspective self-reporting vs. affective response strength) is responsible for the findings.

To examine the processes involved in constructing self-reports of affective states, we drew on two sources. The first included psychological theories that distinguish the affective states triggered by a stimulus, which may vary continuously, from higher-level cognitive processes that can be used to attend to, semantically categorize, and verbally label these responses (16–18). On this view, affective responses in general—and self-reports of them in particular—may involve at least three types of processes: those involved in initially triggering an affective response that varies in intensity, directing attention to and becoming aware of one’s resulting affective state, and the process of selecting appropriate verbal categories to describe that state. The second source was social and cognitive neuroscience research, which suggests that distinct neural regions may relate to each of these processes. The initial triggering of an affective response has been associated with a variety of regions, including the amygdala and insula (19–24). Attention to and awareness of affective states involves the attribution of mental states to the self, which has been associated with portions of dorsomedial prefrontal cortex (dmPFC) (11,18,25,26), and the categorization of various kinds of stimuli using verbal labels has been associated with portions of ventrolateral prefrontal cortex (vPFC) (8,27–31). Taken together, these data led us to hypothesize that self-reports of affective states are constructed using the three kinds of dissociable cortical and subcortical systems described above.

To test this hypothesis, we developed the novel task depicted in Figure 1. Participants viewed images ranging from neutral/low...
Figure 1. The experimental task: the task was designed to examine three contributions to generating a self-report of affect: attentional focus to one’s affective state, which may require awareness of and attributions of one’s feeling to one’s self (i.e., “I feel”), categorizing that state using verbally labeled categories such as “bad” or “good” (simple labels were used here because our interest was engaging the process of categorization [16,23] rather than the particular nuances of specific affective labels per se, although in principle, the theoretical framework we use [16,23] can account for both broader and more specific labels for affective experiences), and the intensity of the affective response. Participants were shown images ranging in affective intensity, asked to intentionally focus either on their affective state (they were explicitly instructed to indicate their subjective affective response to the images and that this need not correspond to the normative characteristics of the image) or on the curviness of the lines in the image, and then indicated their current affect state using either verbal category labels or a continuous scale (on which a given point on the line did not necessarily correspond to a verbally labeled category apart from the poles). Participants determined their response while the image was in view (which corresponded to the critical period that was modeled for the imaging analyses) and then indicated their response after a jittered interval. (A) The experiment followed a 2 × 2 × 3 design; attentional focus and verbal categorization was manipulated across blocks and image intensity levels within blocks. (B) A sample trial layout for the attention to affect, continuous scale, low negative intensity image condition. The image remained on the screen for the entire 6 sec, during which participants were instructed to make a key press once they determined what their decision was for the image in terms of the previously presented scale. Regressors of interest modeled only the image-viewing phase as a 6-sec epoch, thereby keeping visuomotor components approximately identical across conditions. (C) Scales used for remaining conditions. For the categorical affect scale, the words “bad,” “neutral,” and “good” were shown without a line, and a box appeared in the decision phase that could be moved around these categories. For attention to lines (middle), the categories were “curvy,” “equal,” and “straight,” and for the continuous scale (bottom), “equal” was replaced with a line. In between task blocks, participants completed an odd–even task for a baseline [37]. The sample image in the figure is not part of the International Affective Picture System set and is shown only for display purposes. Neg, negative; RT, response time.

This manipulation draws on research studies in cognitive psychology that have compared conditions that require participants to categorize their responses into discrete categories relative to various baseline conditions that range from not requiring categorization at all to reducing the demands placed on categorization. For our purposes, we took from these studies the broader point that putting affective feelings, which vary continuously and are analog, into verbal labels such as “good,” “neutral,” or “bad,” which are discrete, involves an “analog to digital” transformation. Thus, our baseline condition of making continuous judgments follows suit in that it allows responses to remain in analog format. A second advantage of the manipulation is that it still maintains the participant’s attentional focus on the same dimension (i.e., to affective states or to the lines) and hence controls for attentional focus. Critically, this manipulation is remarkably subtle, which may be necessary because more powerful manipulations of categorization (e.g., introducing multiple semantic dimensions or terms to choose from) may also influence the attentional focus.
due to scanner failure. The available scanning data and behavioral data were included in the analyses.

**Stimuli**

From the International Affective Picture System (36), we selected 24 neutral images, 24 low negative images, and 24 high negative images and divided them into four balanced sets that were counterbalanced across experimental conditions (see Supplement 1 for details).

**Experimental Task**

The experimental task was designed to differentiate neural activity associated with attending to and accessing affective mental states, categorizing those states into words, and the underlying intensity of the affective response. A $2 \times 2 \times 3$ factorial design as outlined in Figure 1 was used consisting of the factors: “attentional focus” (attend to internal affective state or attend to perceptual features of the image), “rating scale” (make ratings on a categorical or continuous scale), and “affective intensity” (neutral, low negative, and high negative images based on normative ratings, although normative ratings were correlated strongly with subjective ratings with the average correlation being $r = .74$ in the continuous condition and $r = .64$ in the categorical condition). We note that this categorization manipulation (i.e., requiring participants to categorize their responses into discrete verbal labels or allowing them to use a continuous measurement; see other resources for similar uses (32–34)) is not intended to suggest that no semantic processing is occurring in the continuous baseline but only that the relative demand or need for categorizing is greater when required to categorize using verbal labels than when required to make judgments on a continuous scale. The four combinations of attentional focus and type of rating scale were presented across 12 blocks, four per scan, block randomized. Each block contained two images of each intensity level, randomly ordered. Blocks were used to minimize switching costs between conditions and to encourage processing orientations during the image-viewing period.

At the beginning of each block an instruction cue (“How do you feel?” or “Straight or Curvy?”) and corresponding scale (Figure 1) were presented for 5 sec, followed by six 14-sec trials. Trials were designed to allow separation of neural responses related to the image-viewing phase—when participants formulated their categorical or continuous judgments about the images (about either their feeling states or about the lines for the block)—from neural responses during the response stage—when they executed the key press indicating the nature of that judgment. To do this, trials began with an image shown for 6 sec with the cue, “Click mouse when ready” underneath. Participants pressed a button once they knew what response they were going to make in terms of the previously presented categorical or continuous scale. This button press provided the “time-to-rating-decision” reaction time. Upon response, the “Click” cue disappeared, but the image remained for the full 6 sec from stimulus onset to equate stimulus presentation times across conditions that were expected to differ in their time-to-rating reaction times. Then, within an 8-sec window, a decision screen was presented after a jittered interval (2, 4, or 6 sec) that consisted of the rating scale for that block (Figure 1). Participants moved the trackball to click on the appropriate part of the scale on which the bar or box disappeared. Note that this procedure ensured that, except for the imaging viewing period, the scale remained on the screen throughout the block to maintain the condition context. To acquire a separate baseline measure of neural activity unrelated to task performance, after each block of images, a block of nine odd–even judgment trials was performed for single digits presented for 2 sec each in the center of the screen along with the words “odd” and “even” on the bottom left and right of the screen (37). Participants pressed the left and right buttons for odd and even numbers, respectively. Participants were provided with practice to orient them to the task (Supplement 1) and were explicitly instructed to indicate their own subjective affective responses to the images.

**Apparatus**

Scanning was conducted on a GE (Fairfield, Connecticut) TwinSpeed 1.5-T scanner equipped with an eight-channel head coil. Functional scans were obtained using a spiral in/out pulse sequence, and structural scans were obtained using an spoiled gradient echo sequence (see Supplement 1 for more details and stimulus setup). Stimuli were projected on a screen visible in a mirror attached to the head coil. Responses were made with a scanner compatible trackball.

**Data Analysis**

Functional images were preprocessed in SPM5, and statistical models were implemented using a combination of BrainVoyager (Brain Innovation, Maastricht, The Netherlands) and NeuroElf (www.neuroelf.com) software packages. Images were coregistered, motion corrected, normalized (MN1-IoCM152 template), resliced (3 mm³ voxels), and smoothed (6-mm full width at half maximum). First-level models included separate image-viewing regressors for each of the 12 conditions of the $2 \times 2 \times 3$ design, which were modeled as 6-sec epochs. Also included were a single nuisance regressor controlling for motor responses in the decision logging phase (from decision screen onset to response across conditions) and a high-pass filter (220 sec cutoff). Regressors were convolved with the canonical hemodynamic response function. Robust regressions were performed at the first level to reduce the influence of outliers in estimating model fit.

For second-level analyses, subjects were modeled as a random variable, and an AlphaSim Monte Carlo simulation as implemented in the Analysis for Functional NeuroImages (AFN1; Bethesda, Maryland) software (smoothing kernel estimated at 7 mm from the data) was used to select a combined height ($p < .002$) and extent ($k = 20$) threshold to identify clusters that resulted in a whole-brain family-wise error corrected threshold of $p < .05$ (11,38–42). Using this corrected threshold, an omnibus $F$ test was used to identify clusters that showed significant variability due to the experimental conditions. We then extracted and averaged beta values for voxels within each cluster to produce one value per condition per subject per cluster. We compared clusters in our primary regions of interest (ROIs), the dmPFC and vlPFC, using a $2$ (region) $\times 2 \times 3$ repeated-measures analysis of variance (ANOVA) model to examine our hypothesized interactions between these two areas. For remaining clusters, we used $2 \times 2 \times 3$ repeated-measures ANOVAs to identify how each factor contributed to variability in these regions. We further controlled for differences in reaction time across the attention to emotion and attention to lines conditions by including it as a covariate in an analysis of covariance model. If reaction time reduced the significance of the result, the reduced statistical values were reported (as indicated in Table 1; see footnote c), or the cluster was removed from further analysis if it reduced significance below threshold. We performed outlier correction by calculating the Mahalanobis distance and excluding values more than 3 SD from the mean.
Behavioral Results

Time-to-Rating-Decision Reaction Times. Time-to-rating-decision reaction times were analyzed using a $2 \times 2 \times 3$ repeated-measures ANOVA. A significant main effect of attentional focus was found, indicating that judging lines (in seconds, mean reaction time = 2.96) took longer than judging affect (mean reaction time = 2.75 sec; $F(1,17) = 18.36, p < .01$). This suggests that making line judgments may have been more difficult than making affect judgments. Hence, we controlled for reaction time in the neuroimaging results that follow by including it as a covariate in an analysis of covariance model. Results are reported for the model with the covariate when reaction time influenced the results and without the covariate otherwise. Critically, reaction time did not influence activity in our regions of a priori interest for responding to attending to affect, the dmPFC, nor for categorizing affective experience into verbal labels, the vlPFC. No main effects of rating scale ($p > .4$) or intensity ($p > .3$) on reaction time were found. Finally, a significant interaction was found between attentional focus and intensity ($F(2,34) = 4.50, p < .05$). However, post hoc tests examining reaction time differences in intensity within attentional focus conditions were not significant ($ps > .3$; Figure S1 in Supplement 1).

Self-Reports of Affective States. Self-reports of negative affect were analyzed for attention to affect trials. Subjective ratings correlated strongly with normative stimulus ratings ($rs > .6$; see Methods and Materials). High negative images produced higher ratings of negativity than low negative, and low negative than neutral, in both the continuous [t(19) = 7.40, $p < .001$; t(19) = 5.38, $p < .001$, respectively] and categorical [t(19) = 7.17, $p < .001$; t(19) = 7.00, $p < .001$, respectively] rating.

Table 1. Neural Regions Responsive to the Attention, Categorization, and Intensity of Affect

<table>
<thead>
<tr>
<th>Area</th>
<th>BA</th>
<th>Direction</th>
<th>MNI</th>
<th>Effect Sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Attention</td>
</tr>
<tr>
<td>Attention to Affect vs. Attention to Lines</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dmPFC</td>
<td>9</td>
<td>Affect &gt; lines</td>
<td>9</td>
<td>63</td>
</tr>
<tr>
<td>FP</td>
<td>10/11</td>
<td>Affect &gt; lines</td>
<td>18</td>
<td>57</td>
</tr>
<tr>
<td>SFG</td>
<td>9</td>
<td>Affect &gt; lines</td>
<td>-15</td>
<td>54</td>
</tr>
<tr>
<td>MFG</td>
<td>9</td>
<td>Affect &gt; lines</td>
<td>-33</td>
<td>51</td>
</tr>
<tr>
<td>Mid-CING</td>
<td>23/24</td>
<td>Affect &gt; lines</td>
<td>-9</td>
<td>-9</td>
</tr>
<tr>
<td>STS</td>
<td>22</td>
<td>Affect &gt; lines</td>
<td>-51</td>
<td>-15</td>
</tr>
<tr>
<td>TPJ</td>
<td>39</td>
<td>Affect &gt; lines</td>
<td>-51</td>
<td>-51</td>
</tr>
<tr>
<td>Cerebellum</td>
<td></td>
<td>Affect &gt; lines</td>
<td>21</td>
<td>-78</td>
</tr>
</tbody>
</table>

The table illustrates that several neural areas commonly involved in affect and emotion show sensitivity to specific components of reporting on affective experience including attentional focus on affect (involving the attribution of mental states to the self, e.g. “I feel . . .”), verbal categorization (involving the act of categorizing affective states using labels such as “bad,” “Neutral,” or “Good”; simple labels were used here because our interest was engaging the act of categorization rather than the particular nuances of specific labels per se), and the intensity of affective experience (involving the strength of the affective response ranging and providing information). Clusters were observed from an omnibus F test (see Methods and Materials). The last three columns refer to effect sizes of the three manipulations: attentional focus, categorization using verbal labels, and affective intensity. Effect sizes are included here to illustrate relative differences in effects across the manipulations, but absolute effect sizes should be interpreted with caution. Because the repeated-measures design involves computing distinct error variability for each factor, the magnitude of effect size required to obtain significance varied slightly depending on the factor. Bolded effect sizes for each main effect are significant. BAs are putative.

BA, Brodmann’s area; CING, cingulate cortex; dmPFC, dorsomedial prefrontal cortex; FP, frontopolar cortex; INS: insular cortex; IPS, intraparietal sulcus; ITG, inferior temporal gyrus; LING, lingual gyrus; MFG, middle frontal gyrus; MNI, Montreal Neurological Institute; MTG, middle temporal gyrus; SFG, superior frontal gyrus; SLEA, sublenticular extended amygdala; SPL, superior parietal lobule; STS, superior temporal sulcus; TPJ, temporoparietal junction; vlPFC, ventrolateral prefrontal cortex.

<sup>a</sup><sub>p < .01</sub>

<sup>b</sup><sub>p < .001</sub>

<sup>c</sup><sub>p < .001</sub>

<sup>d</sup><sub>p < .001</sub>

<sup>e</sup><sub>p < .001</sub>

Results
scale conditions. Although responses on the two scales were not directly comparable, similar increases were observed regardless of the scale used.

**Neuroimaging Results**

For all imaging analyses reported here, activity during only the image-viewing period of the trials was compared across conditions (Figure 1B). The imaging results are summarized in Table 1 and Figure 2, which shows how specific factors contributed to variability in neural activity for clusters that were responsive in the task.

**Attention to Affect Versus Perceptual Features.** Activity in dmPFC was greater when attending to affect but was not influenced by verbal categorization or affective intensity (Table 1; also see ROI analysis that follows). Other regions engaged included mid-cingulate cortex, temporoparietal junction, and superior temporal cortex (Table 1). Areas showing greater activity when attending to affect than to perceptual features and to increasing affective intensity included the right temporoparietal junction and precuneus. These results are consistent with several prior reports showing greater activity in similar areas when attending to affective states (9–11), and more broadly, when engaging in mental state attribution (26).

**Categorization into a Verbal Label Versus Selection on a Continuously Graded Scale.** Activity in right VLPFC, superior parietal lobule, and inferior temporal cortex was greater during verbal categorization than when making judgments on a continuously graded scale (see Table 1; see also ROI analysis). Given that a main goal of this article was to test the hypothesis that VLPFC is involved in the act of categorizing affective states, we specifically tested for and found that the effect in right VLPFC was significant when categorizing affect \( t(19) = 3.66, p < .002 \). It was not significantly greater for categorizing lines [upon removal of one outlier; \( t(18) = 1.61, p = .13 \], and the interaction was marginally significant \( F(1,18) = 3.79, p = .067 \). This pattern of results is generally consistent with prior studies examining verbal labeling of affective stimuli in general (8,28,29).

**High Versus Low Arousal Stimuli.** Several neural regions were sensitive to increasing negative affective intensity, some of which were also responsive to attention to affect (Table 1). These included the left ventral anterior insula, portions of temporal cortex, and subcortical regions including the thalamus, brainstem (extending from the lingual gyrus), and a cluster extending from...
the sublenticular extended amygdala and into the amygdala (43).
No areas showed inverse relationships with affective intensity.

ROI Analyses: Dissociating Processes Underlying Self-Reports of Affective Experience. To test the hypothesis that an attentional focus on and the verbal categorization of affective states are dissociable components for the behavior of reporting on those states, we tested for hypothesized interactions between dmPFC and vlPFC within a full 2 (region) × 2 × 2 ANOVA model (which controlled for intensity). As illustrated in Figure 3, a significant 2 (region) × 2 (attentional focus) interaction \((F(1,19) = 26.50, p < .0001)\) indicated that the effect of attentional focus depended on the region involved: dmPFC showed greater activity when attending to affect \((t(19) = 5.45, p < .0001)\), whereas vlPFC did not \((t(19) = -.78, p = .45)\). Furthermore, a significant 2 (region) × 2 (categorization) interaction \((F(1,19) = 7.71, p = .012)\) showed that the effect of categorizing also depended on the region: vlPFC showed greater activity during categorizing \((t(19) = 3.95, p = .001)\), whereas dmPFC did not \((t(19) = 1.61, p = .12)\). These interactions illustrate a double dissociation of functional activity between dmPFC and right vlPFC. That is, two experimental manipulations, attention to affect and the effect of categorizing into verbal labels, were shown to have different effects on two dependent variables, activity in dmPFC and activity in vlPFC (Figure 3).

Discussion

We began with the question of what psychological and neural mechanisms underlie our ability to report on our affective states introspectively. We reasoned that making statements even as simple as “I feel good” or “I feel bad” that communicate a unified affective sentiment may involve the engagement of distinct neural systems (23). Using a novel task design, we found that attending to affect engaged the dmPFC, categorization of that state into a verbal label engaged the vlPFC, and the intensity of affective response engaged the amygdala and insula.

Implications for Understanding Self-Reports of Affective Experience

Together, these results support the view that describing affective experiences with language is a constructive act (44) that may depend on three types of separable systems. The first system relying on the dmPFC supports directing attention to affective states and, along with activation in the temporoparietal junction and prefrontal cortex, may more broadly reflect the ability to make mental state attributions (11,25,26). In support of this, damage to the dmPFC (albeit not isolated to the dmPFC in these studies) appears to affect the awareness of having, but not the production of, affective responses (45,46). A second system relying on the vlPFC is involved in placing affective experiences into available semantic categories. Previous studies in humans and nonhuman primates have found the vlPFC to be a critical region for both category learning and retrieval (30,31). Although many of these studies have focused on left vlPFC for general semantic categorization, right vlPFC has been associated with categorization along perceptual (47) and affective dimensions (8,28,29). These results extend the role of right vlPFC established in previous studies, which have focused on labeling qualities of affective stimuli, to include the labeling of qualities of subjective internal affective experiences. This region may draw on temporal cortical regions (48) to connect affective responses with a body of semantic knowledge.

Finally, a third system relying on the amygdala and anterior ventral insula, among other areas, is involved in producing affective responses (23,49). This system is engaged by stimuli of increasing affective intensity. For some regions, this may be regardless of reflective awareness (19); indeed, damage to the amygdala or the insula does not seem to impair the ability to report on affective states (50,51), although it may dampen the subjective intensity of affective responses (51–53).

In summary, the results suggest that putting feelings into expressible statements such as “I feel bad!” involves three components: self-reflective attention to and attribution of affective states (i.e., “I feel”) (26,54), categorization of those states using verbal labels (i.e., “good,” “bad,” etc.), and the intensity of the affective response.

Implications for Theories of Affect and Emotion

These data have implications for theories of affect and emotion in both neuroscience and psychology. Neuroscience research has produced a wealth of data describing how neural regions are associated with responses to various kinds of affective stimuli (20). However, such experiments have not clearly identified the specific processes supporting our ability to reflect on and report our internal affective experiences. On the psychology side, theories have suggested multiple processes are involved in constructing an affective experience (44,55) but have seldom tested these notions directly (56). By using functional magnetic resonance imaging to test predictions made by psychological theories of emotion, our study joins a growing number demonstrating the utility of integrating neuroscience data with emotion theory to unpack the specific functions performed by systems generally implicated in emotion (8,22,57). In doing so, we may move toward more comprehensive theories of the neural systems, supporting a wide range of affective phenomena.

Although the present study examined the use of general affective labels (i.e., judging whether one feels “good” or “bad”), in principle these findings may apply to the use of more specific emotion words such as “happy” or “angry.” For example, one of the psychological theories that motivated this study posits that continuously graded affective responses only become emotions when one semantically categorizes them (16). Future work could test whether the use of discrete emotion words to categorize affective states would rely on the same vlPFC system identified here. Indeed, previous research that has examined the labeling of facial expression stimuli suggests that this may be the case (8,29).

Implications for the Study of Healthy and Clinical Differences in Affective Experience

Our findings raise novel questions for understanding individual variability in affective experience. In children, the ability to identify and describe one’s own emotions emerges around 26 months of age and forms an integral part in how parents shape and train children’s affective reactions and their regulation (58). This research opens the door to asking which processes develop first and with what fidelity—being able to introspect on affective states, which may rely on ascribing mental states to the self, or

Notably, the vlPFC activations found here and in previous studies of verbal labeling of affect are inferior to the dorsolateral regions responsive to increasing working memory demand (meta-analysis by Owen et al. (72)).
learning categories/labels for one's feelings and then using them to guide introspection in constructing emotional experiences.

Deficits in the ability to introspect on affect and emotion have been associated with greater symptom severity, poorer treatment outcomes, and ineffective treatment by psychotherapy across several mental health disorders, as measured by alexithymia. These deficits are present in a variety of conditions, including autism spectrum disorder, schizophrenia, and major depressive disorder. Intriguingly, the dorsomedial and ventrolateral prefrontal regions we observed to relate to different components of reporting on affective states also show distinct functional and structural relationships to these conditions. Thus, interruptions in any of the component processes underlying self-reports of affect may ultimately lead to disturbances in the experience and regulation of emotion and may do so in unique ways depending on which systems are compromised in these populations. Future studies investigating these abilities in clinical populations may lead to new directions that either target compromised processes or leverage more intact processes to promote better self-awareness of emotional states.

Conclusions

In psychological and neural studies, the ability to report on our affective states is often taken for granted as an output measure for emotion. However, recent theories of emotion suggest that our ability to make such reports also relies on processes that are integral to both constructing an affective experience and regulating it. This study brought together diverse themes from emotion theory, the cognitive psychology of categorization, and findings in affective neuroscience, to help unpack the functional architecture underlying the ability to produce self-reports of internal affective experiences. In doing so, new questions can be raised regarding how component processes of this ability play roles in various affective phenomena. Ongoing research may open up novel avenues for understanding how the ability to self-report on emotion varies across development and contributes to mental health issues.
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Supplementary Information

Practice Session

Participants completed two practice phases to orient and familiarize them with the task. In the first phase, for the categorization into a discrete verbal label condition, participants practiced by saying out loud which specific word ('good', 'neutral', or 'bad') best described their affective state while the image was on the screen. For the continuous condition, they practiced by pointing to a location on the screen to select their response on the continuous scale. In the second phase, the participants practiced the task again without experimenter guidance, and without speaking or pointing their responses such that it would be the same as in the scanner session. A different set of images was used in the practice phase from those used in the test session. Participants were explicitly instructed to indicate their own subjective affective responses to the images, which may differ from the normative ratings.

Scanning Parameters

Functional scanning parameters consisted of: TR = 2000 ms, slice thickness = 4.5 mm, gap = 0, flip = 84, field of view (FOV) = 22.4, matrix = 64 x 64, voxel size = [3.5, 3.5, 4.5], interleaved bottom-to-top acquisition. Structural spoiled gradient recalled scan parameters consisted of: TR = 19 s, TE = 5 ms, slice thickness = 1 mm, gap = 0, flip = 20, FOV = 25.6, matrix = 256 x 256, voxel size = [1, 1, 1], interleaved bottom-to-top acquisition. Stimulus presentation and behavioral data collection were administered with a desktop PC and Matlab software with the Psychophysics toolbox (www.psychtoolbox.org; (1, 2)). Participants wore earplugs to reduce scanner noise and pads and a strip of tape were used to reduce head motion.
Table S1. Images used from the International Affective Picture System

<table>
<thead>
<tr>
<th>LIST 1</th>
<th>LIST 2</th>
<th>LIST 3</th>
<th>LIST 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Neutral</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shoes</td>
<td>7031</td>
<td>Rain</td>
<td>9210</td>
</tr>
<tr>
<td>NeutralMale</td>
<td>2493</td>
<td>Cabinet</td>
<td>7705</td>
</tr>
<tr>
<td>Shipyard</td>
<td>7036</td>
<td>Women</td>
<td>2595</td>
</tr>
<tr>
<td>Boxer</td>
<td>8232</td>
<td>RockClimber</td>
<td>8160</td>
</tr>
<tr>
<td>Farmer</td>
<td>2191</td>
<td>Mushrooms</td>
<td>5533</td>
</tr>
<tr>
<td>Plant</td>
<td>5740</td>
<td>Bed</td>
<td>7710</td>
</tr>
<tr>
<td><strong>Low Negative</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attack</td>
<td>6561</td>
<td>StickThruLip</td>
<td>9042</td>
</tr>
<tr>
<td>Soldier</td>
<td>9160</td>
<td>Spider</td>
<td>1201</td>
</tr>
<tr>
<td>Fire</td>
<td>9495</td>
<td>Rat</td>
<td>1280</td>
</tr>
<tr>
<td>Snake</td>
<td>1050</td>
<td>BikerOnFire</td>
<td>8480</td>
</tr>
<tr>
<td>Roach</td>
<td>1270</td>
<td>AngryFace</td>
<td>2100</td>
</tr>
<tr>
<td>Dog</td>
<td>1301</td>
<td>Snake</td>
<td>1070</td>
</tr>
<tr>
<td><strong>High Negative</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mutilation</td>
<td>3130</td>
<td>Injury</td>
<td>3266</td>
</tr>
<tr>
<td>BurnVictim</td>
<td>3110</td>
<td>Mutilation</td>
<td>3010</td>
</tr>
<tr>
<td>DeadBody</td>
<td>3140</td>
<td>SlicedHand</td>
<td>9405</td>
</tr>
<tr>
<td>Mutilation</td>
<td>3150</td>
<td>DeadCows</td>
<td>9181</td>
</tr>
<tr>
<td>BatteredFem</td>
<td>3181</td>
<td>Mutilation</td>
<td>3051</td>
</tr>
<tr>
<td>Kids</td>
<td>9520</td>
<td>CryingBoy</td>
<td>2900</td>
</tr>
</tbody>
</table>

Shown are image content descriptions and identification numbers from the International Affective Picture Scale (IAPS). Images were separated into three categories consisting of: 24 neutral images (normative ratings: valence = 4.98, arousal = 3.64), 24 low negative/low arousal images (valence = 3.54, arousal = 5.56), and 24 high negative/high arousal images (valence = 1.97, arousal = 6.18). These images divided into four lists consisting of six images of each category, balanced for normative ratings for valence and arousal across lists. Lists were assigned to the four experimental conditions and counterbalanced across subjects.
Figure S1. Behavioral reaction times and standard error bars for the time-to-decision response (see Figure 1 for task design information). Mean reaction times for the time-to-decision responses were analyzed in a 2 x 2 x 3 analysis of variance. Judging lines took on average .34 seconds longer than judging emotion ($F(1,17) = 18.36$, $p < .01$). This suggests that making line judgments was more difficult than making emotion judgments. Hence, we controlled for difficulty in the neuroimaging results reported below by including reaction time as a covariate in an analysis of covariance model. Results were reported in the model with the covariate for when difficulty influenced the results, and without the covariate otherwise. Critically, difficulty did not influence activity in our region of a priori interest for responding to attending to emotion, the dorsomedial prefrontal cortex, nor did it influence activity in our other region of a priori interest for categorizing emotion into verbal labels, the ventrolateral prefrontal cortex. There were no main effects of continuous versus categorical rating scale, or interactions between rating scale and the other factors ($ps > .3$). A significant interaction was also observed between attentional focus and intensity ($F(2,34) = 4.50$, $p < .05$). However, post-hoc tests that compared emotional levels within attentional focus conditions did not show significant effects ($p > .2$).
Figure S2. The figure shows that the dorsomedial prefrontal cortex (dmPFC) shows an overall effect of attention (attention to affect is greater than attention to the lines; illustrated here with purple bars versus green bars), whereas the ventrolateral prefrontal cortex (vlPFC) shows an overall effect of categorization into verbal labels (categorization of affect and lines into verbally labeled categories is greater than selecting points on the continuous scale for affect and lines; illustrated with darker bars versus lighter bars). Affect categorization: participants categorized their affective response into verbally labeled categories. Affect continuous: participants selected a point on a continuous scale for their affective response. Lines categorization: participants categorized the overall curviness or straightness of the lines into a verbally labeled category. Lines continuous: participants selected a point on a continuous scale for the curviness or straightness of the lines. Error bars reflect standard errors of the mean.
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