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1. INTRODUCTION 

Networks (also known as graphs) can be used 

to represent real-world systems, where nodes 

represent entities of a system and edges 

represent interactions between the entities. A 

community within a network is a set of vertices 

that are more connected to each other than to 

other vertices. For example, a network might 

model friendship between users on Facebook, 

and communities might represent groups on 

Facebook. 
 

In many applications, we are interested in 

identifying communities within these networks 

based solely on the interactions observed. 
 

2. MOTIVATION AND UNIQUENESS 
Quality metrics are used to measure how well 

communities are formed. Good metric scores 

generally reflect networks where connections 

are denser within communities than between 

communities.  
 

The majority of commonly-used algorithms 

for detecting communities optimizes a metric 

known as modularity [4][12], which measures 

the densities of the interactions between 

members in a community and between the 

communities themselves to a random graph 

with similar characteristics, such as vertex 

degrees. However, other quality metrics such 

as conductance, coverage, performance, and 

silhouette index [4] could also be used within 

those same algorithms. 
 

3. PROBLEM 
We examine the impact of replacing 

modularity with the other quality metrics in the 

Louvain [12] and Clauset-Newman-Moore 

(CNM) [1] community detection algorithms. 

4. EXPERIMENTAL DESIGN 
We implemented coverage, silhouette index, 

and performance in an existing implementation 

of the Louvain algorithm [6], and coverage in 

an existing implementation of the CNM 

algorithm [2]. 
 

We ran thirty-six networks from the Stanford 

Large Network Dataset Collection [3] and The 

University of Florida Sparse Matrix Collection 

[11] through these algorithm variations, 

computing the community networks and their 

associated metric values. To analyze the 

differences between the resulting clusterings, 

and, where applicable, the networks’ ground 

truths, we are running community difference 

metrics, including normalized mutual 

information (NMI) [5], split-join distance [9], 

the Meila index [7], the Rand index [8], and the 

adjusted Rand index [10]. We also visualized 

the resulting communities using Cytoscape. 
 

5. RESULTS AND ANALYSIS 
In our initial testing on several smaller 

weighted and unweighted networks with 

ground truths, Louvain-coverage, Louvain-

performance, and CNM-coverage occasionally 

but inconsistently output better clusterings 

than the existing Louvain-modularity and 

CNM-modularity algorithms. That is, 

according to a majority of the aforementioned 

community difference metrics, their output 

clusterings were more similar to the ground 

truth. Though Louvain-silhouette index never 

did better than Louvain-modularity or CNM-

modularity, it performed almost as well in 

select test cases. See Figure 1 for a visual of 

the community groupings between the 

algorithm variations on a sample network. 



 

 

 

6. FUTURE WORK 
Going forward, we will implement the 

remaining metric conductance in the Louvain 

algorithm and implement conductance, 

performance, and silhouette index in the CNM 

algorithm. We will continue to run the Louvain 

and CNM variations on a larger test suite of 

both weighted and unweighted graphs, and 

analyze the accuracy and usefulness of the 

resulting communities using the community 

difference metrics. 
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Figure 1. The community groupings of the Division IA college 

football network [6]. (a) Louvain method with modularity 

optimized. (b) Louvain method with coverage optimized. (c) 

Louvain method with performance optimized. (d) Louvain method 

with silhouette index optimized.  


